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The Performance API (PAPI) provides tool designers and application engineers with a SOftW&I'E-DEfiIlEd Events in PAPI
consistent interface and methodology for the use of low-level performance counter

hardware found across the entire system (i.e., CPUs, GPUs, on/off-chip memory, GOAL VISION BENEFIT
interconnects, 1/0 system ) energy/ powel, etc.). PAPI enables users to see, in near real Offer support for software-defined Enable NSF software layers to expose Scientists will be better able to under
ti th lati hio bet ft f d hard t th events (SDE) to extend PAPI's role SDEs that performance analysts can -stand the interaction of the different
Ime, € relationship between sortware perrormance an araware events across e as a standardizing layer for perfor use to form a complete picture of the applications layers, and interactions
entire system. -mance counter monitoring. entire application performance. with external libraries and runtimes.

PULSE SCOPE PAPI’s Basic SDE API

( N
, , CISE Domain e API for reading SDEs remains the same as the API for reading hardware events, i.e., PAPI_start(), etc.
PULSE builds on the latest PAPI project and Vendors Research HPC Application e SDE API calls are only meant to be used inside libraries to export SDEs from within those libraries.
extends it with software-defined events (SDE) Community Centers Communities e All API functions are available in C and FORTRAN.
that originate from the HPC software stack and P P P P e init( " )
. apl SsSAae 1nl 1 name) ,
are Cjurrgntly .treajced as blac.:k nges (i.e., com PEREORMANCE TOOLS papil_sde_ —
‘munication libraries, math libraries, task-based TAU, HPCToolkit, Vampir, Scalasca, CrayPat, Active Harmony... Initializes internal data structures and returns an opaque handle that must be passed to all subsequent
runtime systems, applications). calls to PAPI SDE functions.

1lib name is a string containing the name of the library.

papi sde register counter ( event name,

The objective is to enable monitoring of both
types of performance events-—-hardware- and
software-related events—in a uniform way,

through one consistent PAPI interface. Therefore, handle is the opaque handle returned by papi sde init().
third-party tools and application developers have SOFTWARE EVENTS event name is a string containing the name of the event being registered.
mode is an integer declaring whether a counter is read-only or read-write.

counter) ;

Must be called for every program variable/metric that the library wishes to register as an event.

to handle only a single hook to PAPI to access all MPI OpenMP II\-II'?AP('?I\(/:lI; T;E';:{?;Seid type is an enumeration of the type of the event.
hardware performance counters in a system, counter is a pointer to the actual variable that serves as the counter for this event.
including the new software-defined events. | typedef (*func ptr t) ( ) ;

papi sde register fp counter ( handle, event name,

int mode, type, fp counter, param)

Registers a function pointer to an accessor function provided by the library. Allows the user to export an

Performance Overhead St]_]dies event whose value does not map to the value of a single program variable/metric of the library.
Synthetic BenCh ma rkS fp counter is a pointer to the accessor function.

param iS an opaque object that the library passes to PAPI, and PAPI passes it as a parameter to the accessor function.
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0] | | | k: e As our application case study, we chose the task scheduling runtime PaRSEC.

Increment cr;ated counter Recortlj value Vanilla CNTR/N  CNTR/M REC/N REC/M . .
o We created several Software Defined Events, some to expose the internal state of the runtime (such as the

length of the task queues) and some to expose events that occur during scheduling and can affect

Real appllcatlons and runtimes performance (such as task stealing between different cores, or work starvation)

2X106 I I I I I I I I I I [ 450000 | | [ [ I I I I I I I
Stolen from any Local Queue %) Median Value
Scheduler: Global Dequeue Scheduler: Local Flat Queues n Stolen from Other Sp g— 400000 | .
600 - 600 - -
s - - 7 - L - = £
& 50 . T 8 500 - | T R 5 1.5x106 | = 220000 - ]
o H $ % 3 - : ! . E
T e Co— e g 400 { —om— - > : g = 300000 | .
& : ; f S : 0 0]
% 300 l I 0 : Version % 300 ¢ : Version 8 :’J’ - -
S ; 0 Vanilla 5 ; : N [ Vanilla 8 1 106 i M(;) 250000
@) o 200 - ' . EEN With SDEs o 200 - : EEN With SDEs c X ©
Ll £ - 200000 - -
T T T T T T T T T 1 T T T T T T T T T 1 — O
dgelgf dgemm dgeqrf  dgetrf dpotrf ~ dsyev  dsymm  dsyrk dtrmm dtrsm dgelqf dgemm dgeqrf  dgetrf dpotrf ~ dsyev = dsymm  dsyrk dtrmm dtrsm (e =
U) - % o % F;)enchm:ryl? > Y ’ . ’ - ’ ‘I)3enchma|¥k ’ ’ % £ 150000 B 7
(= B Y—
D:CU @ 500000 S 100000 | 1
D_ Scheduler: Absolute Priority Scheduler: Local Lists ﬁ _g
600 - 600 12 50000 =
8 500 | 8 500 i | - ; : 0 0
%400 —— o B %400__‘,_ o < | ? o 2 4 6 8 10 12 14 16 18 20 22 o 2 4 6 8 10 12 14 16 18 20 22
5 300 j - = | i ; : Local Queue Size Local Queue Size
5 Version = . . Versit?n . . . .
g & - ! == venila 2 200 —o— —o Figure 1 shows the number of tasks that were stolen between Figure 2 shows the number of times a thread tried to steal
- - threads residing in different cores (red curve), or different sockets work and failed to do so. This value reveals starvation
doot dgonm cosatsger dpor sy coyom sy comm dookt oo e coer gt e e dayk domm g (blue curve) for different queue sizes. Studying such curves reveals problems, which lead to performance degradation.
the quality of design decisions inside the runtime.
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I v 75 é 169 stz-/)tic void prepareArray sections_random(uintptr_t *array, int len, int stride, int secSize){
110 int elemCnt, maxElemCnt, sec, 1i;
111 int curriElemCnt, uniqIndex, taken;
é 112 uintptr_t **p, *next;
113 int currSecSize = secSize;
§ 114 int secCnt = l+len/secSize;
50 % 115 int *availableNumbers, remainingElemCnt;
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0 Scope v L2 _RQSTS:MISS.[0,0] (I) |L2_RQSTS:MISS.[0,0] (E) |sde:::Gamum::i1.[0,0] (I)
Experiment Aggregate Metrics 7.16e+07 100 % 7.16e+07 100 % 8.00e+04 100 %
0 100 200 300 400 500 600 700 800 <program root> 7.16e+07 100 % 8.00e+04 100 %
< B main 7.16e+07 100 % 5.50e+06 7.7% 8.00e+04 100 %
cores v loop at overflow _test no PAPl.c: 65 4.42e+07 61.7% 8.00e+04 100 %
v  loop at overflow_test no_ PAPl.c: 69 4.42e+07 61.7% 8.00e+04 100 %
v B»73: pointer_chase 3.88e+07 54.2% 3.52e+07 49.2% 8.00e+04 100 %

- loop at overflow test no PAPl.c: 94 07 54.2% 3.52e+07 49.2% 04 100 %

Figure 3 shows an unmodified version of the 3rd party tool HPCToolkit being able to
read a PAPI Software Defined Event, and show where in the test code it occurs.
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